Children consider the probability of random success when evaluating knowledge
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Abstract
To infer what others know, we must consider under what epistemic states their actions were both rational and probable. We test whether preschoolers can compare the probability of different actions (and outcomes) under different epistemic states—and use this to evaluate what others know. Specifically, four- to six-year-olds (n=90) were asked to help evaluate an agent’s knowledge state by asking the agent to complete either an “undiagnostic” task (where success was assured), or a “diagnostic task” (where the probability of random success was low). By age six, children understood that the “diagnostic” task would more likely reveal the agent’s knowledge state; four- and five-year-olds had no reliable preference, although children in all age groups understood that the “diagnostic” task was harder. These results suggest that, by the end of preschool, children understand how agents’ epistemic states and environment jointly determine success—considering whether agents’ actions imply knowledge, or just luck.
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Introduction
To navigate the social world, it is important to understand what others believe and know. Because we can never see into others’ minds, we often must infer their epistemic states from their behavior. As adults, such inferences are commonplace: if your friend is hurrying to work but skips a shortcut, you might infer they don’t know about it. And if a new lab-mate immediately presses the right buzzer to unlock the lab door—ignoring three identical but irrelevant buttons—you might infer that someone has already shown them around.

Despite their ubiquity, such epistemic inferences are far from straightforward. While it may be convenient to infer ignorance from failure (e.g., skipping a shortcut) and knowledge from success (e.g., opening a door), the relationship between epistemic states and actions is not always deterministic. For instance, if all four buzzers actually unlocked the lab door (or the correct buzzer was prominently labeled), your lab-mate’s success might not clearly reveal how much they already knew, since they would have succeeded no matter what. And if the buzzer just broke, even someone who knows how to get in might not be able to open the door. Thus, to infer what others know, we cannot consider only the outcome of their actions—we must also consider the reasons behind them.

Recent research suggests that even preschoolers do not rely solely on action outcomes to infer what others know (Aboody et al., 2018, 2019; Einav & Robinson, 2011; Jara-Ettinger et al., 2017). For instance, four- and five-year-olds infer that an agent who refuses to pursue minimally costly information must have already known it, and an agent who decides to pursue high-cost information must have really wanted it (Aboody et al., 2021). This and related work (Jara-Ettinger et al., 2017) suggests that by the end of preschool, children rely on an expectation that agents maximize utilities (selecting actions that will yield the greatest rewards and incur the fewest costs) to infer others’ epistemic states or motivations.

However, as the buzzer example illustrates, the relation between knowledge and action is mediated by the state of the world. To identify the reasons behind others’ actions, we must consider whether these actions were truly diagnostic of their epistemic states. That is, to accurately infer what others know, children must be able to identify when an action is only likely given knowledge (e.g., picking the right buzzer when three don’t work)—and understand that the exact same action could be ambiguous under different circumstances (e.g., if all four buzzers open the door).

It is possible that even young children consider others’ actions in context, comparing the probability of agents’ actions under different epistemic states to decide whether their behavior is more consistent with knowledge than ignorance. Children are sensitive to probability from infancy, distinguishing probable from improbable outcomes in the first years of life (Denison et al., 2013; Xu & Garcia, 2008; Gweon et al., 2010). Additionally, recent research into children’s epistemic inferences suggests that preschoolers may consider the probability of a random success at least qualitatively: for instance, attributing knowledge to an agent who can predict an otherwise difficult-to-guess outcome, but not to an agent who observes the outcome and simply describes it (Aboody et al., 2018).

However, it is also possible that young children do not consider the probability of an agent’s actions under different epistemic states when inferring knowledge. Although preschoolers are extremely attentive to the outcome of others’ actions (preferring to learn from and endorse the testimony of agents who were previously accurate; Corriveau & Harris, 2009; Koenig et al., 2004; Koenig & Harris, 2005; Harris 2012), they do not always consider those outcomes in
context. For instance, preschoolers are not always sensitive to the reasons behind others’ errors, trusting (Bridgers et al., 2016) or distrust (Nurmsoo & Robinson, 2009) agents without distinguishing whether their past errors were justified. Further, it is unclear whether children fully understand what it means to be ignorant: preschoolers do not expect ignorant agents to search randomly between two locations (Ruffman 1996; Saxe, 2005; Chen et al., 2015; Friedman & Petrashek, 2009), and attribute greater expertise to those who confidently answer unknowable questions rather than those who correctly demur (Kominsky et al., 2016).

While a small number of studies have found that children are sensitive to probability when inferring desires (Diesendruck et al., 2015; Kushnir et al., 2012), developmental psychologists have long noticed asymmetries in children’s understanding of mental states like goals or desires, and epistemic states like beliefs. From the first years of life, children are able to both represent and infer others’ goals and desires (Gergely & Csibra, 2003; Liu et al., 2017; Woodward, 1998). However, it is not until age four or five that children can explicitly represent others’ beliefs (for a review see Wellman et al., 2001). And even preschoolers who can represent epistemic states may not fully understand how to infer them: recent research suggests that an ability to infer epistemic states continues to develop between age four and six (Aboody et al., 2018, 2019; Wu & Schulz, 2018). Thus, it is unclear whether children can leverage their early-emerging understanding of probability to evaluate others’ epistemic states, in addition to inferring their desires.

In the current study, we test whether four- to six-year-olds consider the probability of a chance success when evaluating others’ epistemic states. Specifically, we test whether children understand that asking an agent to complete a “diagnostic” task (with only a 25% chance of random success) would better reveal their knowledge state, in contrast to an “undiagnostic” task (where success is assured). We focus on this age range because children’s belief reasoning (Wellman et al., 2001; Wellman, 2014) and understanding of ignorance (Friedman & Petrashek, 2009; Ruffman, 1996) is still developing during the preschool years. Furthermore, recent work suggests that an ability to use probability to predict others’ emotional reactions is still developing between age four and six (Doan et al., 2018).

**Experiment**

**Method**

The procedures, predictions, sample size, exclusion criteria, and analysis plan were pre-registered (see OSF page: https://osf.io/e6b5h/?view_only=13f04e99e81c4220b79d1d9a5bec650b).

**Participants** 90 four- to six-year-olds (mean age: 5.51 years, range: 3.96-6.9 years) participated. Eleven additional participants were recruited but not included in the study (see Results). All participants completed the experiment via an online video-chat research platform.

**Stimuli** Stimuli consisted of a Powerpoint presentation, featuring a cartoon character of a girl, four blue boxes lined up on a blue background, and four green boxes lined up on a green background. Five of the boxes (four on one side, and one on the other) had a yellow marble hidden underneath; three of the boxes were empty (see Figure 1).

**Procedure** Figure 1 shows the experimental procedure. The experiment always began with eight boxes appearing on the screen. On the left were four blue boxes lined up on a blue background, and on the right were four green boxes lined up on a green background. The experimenter began by pointing out the boxes, saying, “Look! There are blue boxes on the blue side, and green boxes on the green side. Let’s look under all of the boxes!” Starting on the blue side, the experimenter lifted each box one at a time to reveal its contents. Participants saw that every box on the blue side had a marble underneath (the “undiagnostic” side). The experimenter described each box’s contents as they were revealed, saying, “Look, there’s a marble under this box!” After lifting all of the boxes, the experimenter recapped by saying, “So, all of the boxes on the blue side have a marble underneath” (text italicized to mark words emphasized by the experimenter).

The experimenter then moved onto the green side, repeating the same procedure. Only one box on the green side had a yellow marble hidden underneath (the marble was always under the third box), while the other boxes were empty (the “diagnostic” side). The experimenter described the box with the marble in the same way as before, and described the empty boxes by saying, “Look, there’s nothing under this box.” Finally, the experimenter recapped by saying, “So only one of the boxes on the green side has a marble underneath.” The side with more marbles (blue vs. green) was counterbalanced across participants.

Next, a cartoon image of a child appeared in the middle of the screen, and the experimenter introduced the agent, saying, “Now, this is my friend. I want to find out if my friend knows what’s under all of the boxes. Hmm. To figure out if my friend really knows what’s under all of the boxes, let’s ask her to show us a box that has a marble underneath. And we can see if she gets it right. We can ask our friend to show us a marble on the blue side, or we can ask her to show us a marble on the green side.” The experimenter continued on to the test question, saying, “I need your help! I need to find out if my friend knows what’s under all of the boxes. Should I ask her to find a marble on the blue side, or on the green side?” After participants responded, the experimenter asked them to explain their choice.

The experimenter then asked participants, “And which one is harder? Is it harder to find a marble on the blue side, or on the green side?” The experimenter again asked participants to explain their response, and finally asked the pre-registered inclusion questions, saying, “And can you remind me: which side had a lot of marbles? Blue or green? And which side only
Figure 1. Experimental procedure. Each box was lifted one at a time to reveal its contents. Once participants saw the contents of all the boxes, the experimenter introduced a new friend and asked the test questions. Note that while we show each box’s contents for clarity, in the experiment all boxes were opaque and participants could not see inside.

I need to find out if my friend knows what’s under all of the boxes. Should I ask her to find a marble on the blue side, or on the green side?

Results

For the 87.1% of participants whose sessions were video or audio taped (n = 88/101), two coders who were not involved in data collection determined exclusions according to pre-registered criteria. The first coder, blind to participant answers, determined whether the experiment was run correctly. The second coder, blind to condition, coded participant answers. The experimenter took notes on any deviations from the procedure, and for participants who were not video or audio taped the first author determined exclusions by comparing these notes to the pre-registered inclusion criteria. Eleven participants were recruited but not included in the final sample due to experimenter error (n=3), technical difficulties (n=2), because the participant did not provide codable answers to one or more questions (n=2), failed an inclusion question (n=1), was distracted (n=1), did not wish to continue (n=1), or due to interference (n=1).

Out of the final 90 participants included in the study, only 57.8% of participants chose to evaluate the agent’s knowledge by asking her to find a marble on the more diagnostic side (where only one of the four boxes had a marble underneath). This proportion is not reliably higher than chance (n = 52 of 90; 95% CI: 47.7 – 67.8). However, a logistic regression predicting performance as a function of age revealed a significant age difference (β = 0.79, p = .003), and performance within each age group qualitatively differed. Only 36.7% of four-year-olds (n = 11 of 30; 95% CI: 20 – 53.3) and 56.7% of five-year-olds (n = 17 of 30; 95% CI: 40 – 73.3) preferred to ask about the diagnostic side, whereas 80% of six-year-olds (n = 24 of 30; 95% CI: 66.7 – 96.7) did so (see Figure 2).

While only six-year-olds reliably wanted to ask the agent about the more diagnostic side, children of all ages understood that it was harder to find a marble on this side. 90% of participants (n = 81 of 90) correctly identified that it would be harder to find a marble on the diagnostic side, a proportion reliably higher than chance (95% CI: 84.1 – 96.6).

A logistic regression predicting performance as a function of age did not reveal any significant age difference (β = 0.35, p = 0.39), and performance within each age group was qualitatively similar. 83.3% of four-year-olds (n = 25 of 30; 95% CI: 70 – 96.7), 96.7% of five-year-olds (n = 29 of 30; 95% CI: 93.3 – 100), and 90% of six-year-olds (n = 27 of 30; 95% CI: 80 – 100) judged that it would be harder to find a marble on the diagnostic side (see Figure 2).

Finally, participants’ explanations were coded post-hoc (not pre-registered) by the first author and another experimenter. Coders identified whether participants explicitly compared the diagnostic and undiagnostic sides, justifying their chosen side in reference to the other (e.g., “because it has more of the marbles”; “because it is more tricky”; “because there is only one marble under there”) — or whether participants’ answers simply described their chosen side, without explicit reference to the other (e.g., “because I saw four marbles under it”; “because it’s easy”; “because there is a marble under there”). Uncodable explanations were designated as “other”. Inter-rater reliability was high for both explanation types (test question: 86.7%; Cohen’s κ = 0.8; p < .001; “what’s harder” question: 97.8%; Cohen’s κ = 0.97; p < .001). Disagreements were resolved by discussion.

Six-year-olds often compared the two sides, both when explaining which side they wanted to ask about (n = 20 of 30), and when explaining where it was harder to find a marble (n = 15 of 30). Unsurprisingly, almost every six-year-old who justified their response by referencing both sides had answered the relevant test question correctly (see Figure 2).

In contrast, the relation between younger children’s explanations and their responses qualitatively differed between the two test questions. Four- and five-year-olds who referenced both sides when explaining which was harder (n = 21 of 60) had all correctly identified the diagnostic side as more difficult. But most four- and five-year-olds who reference both sides when explaining which one they wanted to ask the agent about (n = 15 of 60) had actually asked about the incorrect undiagnostic side (9 of the 15; see Figure 2).

This suggests that some younger children understood that both sides were not equally informative to ask about, but did not reliably consider or use this information when deciding
how to evaluate the agent’s knowledge state. However, children seemed quite able to use the same information to judge which side was harder, suggesting that young children may struggle to use probability to make epistemic judgments, but not objective judgments about features like difficulty.

**General Discussion**

The capacity to teach or learn, help or hinder, and even punish or forgive, relies at least in part on an understanding of what others know. But the link between knowledge and action is highly variable, and is often mediated by the state of the world. For instance, if a friend arrives at their subway stop just as the train pulls into the station, you might infer they knew exactly when the train was due (and timed their walk accordingly). If they only caught the train because it was running late, you might be less charitable in your epistemic attribution. And if you find out that this train is actually late most of the time, then you might again suspect that your friend knows exactly what they’re doing.

Successful knowledge inferences thus require us to consider others’ actions in context, comparing how different degrees of knowledge might lead them to act in any given situation. We show that by the end of preschool, children understand how epistemic states and the environment interact, deciding what others know by comparing the likelihood of their actions under different degrees of knowledge. Specifically, by age six, children are sensitive to an agent’s expected probability of success under different epistemic states, understanding that a task where random success is improbable will better reveal what an agent knows.

Prior research shows that children are sensitive to probability from infancy (Denison et al., 2013; Xu & Garcia, 2008; Gweon et al., 2010), and infer others’ intentions and desires by considering the probability of their action outcomes from the first years of life (Diesendruck et al., 2015; Kushnir et al., 2012). In contrast, however, we find that children consider the probability of an action when evaluating epistemic states only by age six. And these results are consistent with related work suggesting that the ability to integrate probability and belief to predict others’ emotions is still developing between age five and seven (Doan et al., 2018; MacLaren & Olson, 1993; Ruffman & Keenan, 1996; but see Scott, 2017). For instance, six-year-olds can accurately predict whether an agent will be surprised when asked to reason about the objective probability of an outcome—but not when prompted to consider an agent’s belief over this outcome (Doan et al., 2018). Taken together, these results suggest that even young children can judge whether an outcome is likely, but struggle to consider probability when predicting how others’ epistemic states will lead them to act or react.

This apparent divide in children’s use of probability in mental-state reasoning is consistent with the broader development of children’s Theory of Mind. While children can infer others’ goals, intentions, and desires from the first years of life (Gergely & Csibra, 2003; Meltzoff, 1995; Woodward, 1998), it is not until age four or five that children can reliably and explicitly represent others’ false beliefs (Wellman et al., 2001). Younger preschoolers may thus have less experience reasoning about epistemic states, as compared to mental states like desires, and it may take them longer to fully understand how epistemic states and action

---

**Figure 2.** (a) Participant choices visualized by age group. The dotted line shows 95% bootstrapped confidence intervals. (b) Distribution of explanation types by test question and age group. “No comparison” explanations referred only to the chosen side; “comparison” explanations directly or indirectly referenced both sides.
relate. This possibility is consistent with research finding that a full understanding of epistemic states may continue to develop even past the preschool years: for instance, it is not until age six that children even begin to appreciate that ignorant agents will search randomly between locations (Ruffman 1996; Chen et al., 2015; Friedman & Petrashek, 2009). This possibility highlights the need for further research to investigate not only how children represent beliefs, but also how young children reason about and infer others’ epistemic states (see also Phillips et al., 2020).

Our work also leaves open at least three further questions. First, four- and five-year-olds showed no reliable preference to ask the agent to complete the more diagnostic task. To better understand why this might be, it is useful to consider the components necessary for success. Participants who rely on Theory of Mind to solve our task must first notice that one side has more marbles than the other. Second, they need to consider the probability of finding a marble on each side given different knowledge states (or at the very least, whether the agent is more likely to find a marble on one side given ignorance). Finally, children need to use this information to decide what will be most diagnostic to ask.

Our participants likely did not stumble at the first step: prior research suggests that by five or six months of age, even infants distinguish between sets that differ in magnitude by 50% or more (Wynn et al., 2002; Xu & Spelke, 2000). Consistent with this, 90% of younger children explicitly judged that the diagnostic task was harder, showing clear evidence that they distinguished between the two. Instead, younger children may have struggled to consider how ignorance could affect an agent’s probability of success (especially as the prior work reviewed above suggests that four- and five-year-olds may struggle to reason about ignorance). Or, younger children may have understood that an ignorant agent’s probability of success differed amongst the two tasks, but failed to use this information when deciding what would be most diagnostic to ask. Indeed, neither task is fully diagnostic; an ignorant agent could succeed by chance even on the diagnostic task. So younger children may have struggled to compare these two options and select the more informative of the two.

However, it is also possible that children struggled because they did not want to ask the agent to complete a difficult task. Children begin acting on prosocial motivations early in life (Warneken & Tomasello, 2006); younger children might have considered the agent’s probability of success on each task and then decided to help her (rather than trying to select the task that would best reveal her knowledge state). Similarly, if younger children misunderstood the test question or attended only to the last thing they heard (“Should I ask her to find a marble on the blue side, or on the green side?”), a motivation to assist the agent could cause children to ask her about the undiagnostic side (where success is assured).

To address this possibility, in an ongoing experiment we test whether four- to six-year-olds judge that an improbable success is more likely to indicate prior knowledge than an assured success. Specifically, participants observe one agent find a marble on the more diagnostic side (where only one box has a marble) and another agent find a marble on the undiagnostic side (where every box has a marble underneath). Participants are told that one agent already looked under the boxes on her side, and are asked to judge who looked under the boxes. Here, participants cannot help either agent, and they are explicitly asked to make an epistemic judgment. If we observe a similar developmental trajectory in this experiment, this would suggest that younger children’s performance cannot be explained entirely by a desire to be helpful. However, if younger children succeed, this would suggest that their difficulties may have been task-specific.

Second, we found that by age six, children understand that a task with a low probability of random success will better reveal an agent’s knowledge state (as compared to a task where success is assured). However, it is possible that even older children’s reasoning was not fully probabilistic—participants could have simply chosen the only side where failure was possible (without considering precisely how probable it was). Or participants could have relied on an even simpler heuristic, assuming that ignorant agents make mistakes (e.g., Ruffman, 1996), and thus selecting the only side where error was possible.

Although six-year-olds’ explanations suggest that many participants did explicitly compare the agent’s probability of success on each task, ongoing work directly tests for this possibility. Specifically, we are running a version of the current experiment, with the difference that on the “undiagnostic” side, only three of the four boxes have marbles underneath. We test whether children still prefer to ask the agent to find a marble on the more diagnostic side.

Finally, it is worth noting that even as adults, we do not always infer knowledge from an otherwise unlikely success (most of us would agree that a person who picked the winning lottery number didn’t know they would win). Conversely, even adults can struggle to correctly estimate the probability of a successful action under ignorance (for instance, attributing otherworldly knowledge when a vague astrological prediction or palm reading happens to describe their life). And sometimes we rely on trait attributions (rather than epistemic or world states) to explain others’ successes or failures; for instance, describing a person as “unlucky” if they have experienced a string of otherwise unexpectedly poor outcomes. It is unclear how young children reason about such edge cases, especially in situations where even adults can struggle.

**Conclusion**

To infer the cause of a failed action, figure out what to teach, or even decide who knew better, we must understand others’ epistemic states. In the current work, we find that by age six, children understand that the state of the world mediates the relation between knowledge and action—using this to decide under what conditions an action or outcome truly reveals knowledge. These results highlight the complexity of everyday epistemic judgments, and the need
for further research into children’s understanding of the relation between knowledge, ignorance, belief, and action.
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